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Text retrieval systems store a great variety of docu-
ments, from abstracts, newspaper articles, and Web
pages to journal articles, books, court transcripts, and
legislation. Collections of diverse types of documents
expose shortcomings in current approaches to ranking.
Use of short fragments of documents, called passages,
instead of whole documents can overcome these short-
comings: passage ranking provides convenient units of
text to return to the user, can avoid the difficulties of
comparing documents of different length, and enables
identification of short blocks of relevant material among
otherwise irrelevant text. In this article, we compare
several kinds of passage in an extensive series of exper-
iments. We introduce a new type of passage, overlap-
ping fragments of either fixed or variable length. We
show that ranking with these arbitrary passages gives
substantial improvements in retrieval effectiveness over
traditional document ranking schemes, particularly for
queries on collections of long documents. Ranking with
arbitrary passages shows consistent improvements
compared to ranking with whole documents, and to
ranking with previous passage types that depend on
document structure or topic shifts in documents.

Introduction

Documens availabkin digital form are generatd in vast
quantities every day, and new method are requiraed to
managestore ard acces them In particular locating those
tha begs math a particula intere$ can be difficult. A
suitabk acces methal for full-text databasgis to express
the information neal as afree-tex query, which is ade-
scription of the information neal in naturd langua@ or asa
list of words The matchirg proces for free-tex queries is
to use a heuristt function (or similarity measurg that
estimate how relevar ead documenisto the query, based
on the sharel words in the quely and document and on
assignd weight for ead word.
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An alternative acces method which is the topic of this
article is to regad ead documemn as a sd of passages,
where apassag is acontiguows block of text Insteal of
computirg the similarity of ead documen to a query, a
similarity is computel for ead passag (Callan 1994;
Hears & Plaunt 1993 Mittendoif & Schauble 1994 Sal-
ton, Allan, & Buckley, 1993 Wilkinson, 1994 Zobd &
Moffat, 1995) The units retrieved can then be the docu-
mens from which the mog similar passageare drawn—so
tha passage provide an alternative mechanim for docu-
mert ranking—or can be the passagethemselvesPassage-
levd acces has severa advantage over document-level
accessFirst, if passageare relatively short they embody
locality: if quely words occu togethe in the passagethey
mugd be fairly close to ead other Second passage are
more convenien units for viewing and transmissia than
long documentsand moreoverin case sud as databases
of transcriptsthere may be no clea separatia of the text
into discree parts tha is, the concep of “document may
not even apply. Third, when usel as a mechanis for
documen retrieval passage can avoid the difficulties of
discrimination betwee& documerg of varying lengths.
Sone similarity measurs terd to favor shot documents,
ard thus can be ineffective for collectiors of documers of
mixed lengtrs (Singhal Buckley, & Mitra, 1996 Singhal,
Salton Mitra, & Buckley, 1996) whereasfor passage of
uniform length the problens of discrimination between
documers of differert lengtls are less significant Fourth,
for presentatin to auser ashot relevan piece of text may
be more appropria¢ than acomplee long document.

Many types of passagehawe been proposedSone pas-
sage types rely on the structur properties of documents
sud as sentencesparagraphs and sectiors (Hears &
Plaunt 1993 Salta et al., 1993 Wilkinson, 1994 Zobd et
al., 1995) Ead of thes individud structure are considered
as passageor are usel as building blocks for large pas-
sagesOthea passag types are basel on topics derived by
segmentig documers into single-topc units (Beeferman,
Berger & Lafferty, 1997 Hearst 1994 Pone & Croft,
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1994; Reynar, 1994; Richmond, Smith, & Amitay, 1997; rithms for ranking arbitrary passages, showing that it is
Salton, Allan, & Singhal, 1996; Salton, Singhal, Mitra, & practical on realistic collections (Kaszkiel, Zobel, & Sacks-
Buckley, 1997). Yet other passage types are based on fixeavis, 1999). We use significance tests to examine the
length blocks (Callan, 1994; Stanfill & Waltz, 1992). The validity of all results, and show that, for much of our test
individual results reported in the literature show that pas-data, ranking with variable-length arbitrary passages is
sage-level access is of benefit in full-text databases. One afearly superior to whole-document ranking.
the outcomes of this article is an evaluation of the effec-
tiveness of different passage types in a common test envi-
ronment. Background

Our experimental results compare the effectiveness of
several passage types, which are evaluated in terms of thehimilarity Measures

ability to identify relevant documents, that is, documents are There are several different models that provide a basis
retrieved based on the relevance of their passages. We_ ﬁqgr matching full-text documents to free-text queries, in
that use of these types Of passages can improve ret”evﬁhrticular thevector-spacéSalton & Buckley, 1988; Salton
effectiveness compared with document ranking, by aroung, McGill, 1983) and probabilistic (Crestani, Lalmas, van
50% for some passage types. The effectiveness improvei'ﬁ?ijsbergen, & Campbell, 1998; Robertson & Walker, 1994;
ments achieved b_y the use _Of passages are significant_f%m Rijsbergen, 1979) models. Many similarity measures
databases for which the v_anabl!lty of document length isy, 6 peen proposed and investigated, but no single function
!arge, but for o_Iatabases with uniform document length theg significantly superior to others (Salton & Buckley, 1988;
improvement is smaller. Nonetheless, for all databasegobd & Moffat, 1998); relative performance can vary sig-

tested, _retrlgval effectiveness with passage ranl_<|ng IS nq]iificantly, depending on the database and the set of queries.
usually inferior when compared to document ranking. HOW-a ., affective vector-space similarity measure is tusine
ever, our tests across five different text databases and easure,for which one formulation for computing the
different sets of queries show inconsistent retrieval perfor'similarity of a document to queryq is (Zobel & Moffat,
mance for different types of passage. For example, for shori998 :

queries and text databases of long documents, passages

using structural properties of documents are best, whereas,

for text databases of uniform document length, only pas- > (W * Way)

. . o teg/d
sages that ignore structural properties result in improved C(q, d) = —Wew (1)
retrieval effectiveness. d* Wq

We proposearbitrary passageswhich are independent
of any structural or semantic properties. Extending oumwith:
previous work on arbitrary passages (Kaszkiel & Zobel,
1997), we show that document retrieval using fixed-length W, = loge(fg, + 1),
arbitrary passages is more effective in all cases than whole-
document ranking, and that retrieval effectiveness is con- N
sistent for a reasonable range of passage lengths. For text We = 100e(fqe + 1) Ioge<f + 1),
databases of uniform document length, where previous pas- !
sage types had little impact on retrieval effectiveness, fixed-

length passages can show significant improvement. Further- Wy= V2 W
more, comparing the results for individual queries shows ted
that retrieval using fixed-length passages reduces the num-

ber of queries with decreased retrieval effectiveness, in W, = VY Wi,
contrast to other definitions of passage. teq

Analysis of our experiments with fixed-length arbitrary
passages shows that use of a single passage length can ledueref, , is the number of occurrencesfoequencyof term
to inconsistent performance. As a consequence, we proposén X; there areN documentsf, is the number of distinct
an extensionyariable-length arbitrary passageby relax-  documents containing and the expression IgEN/f, + 1)
ing the restriction on passage length. As the query is prois theinverse document frequency,representation of the
cessed, several passage lengths are considered. When theeness oft in the collection. The quantityv, , is the
processing of each document is complete, the best passageight of termt in query or documenk and W, is a
of any length is selected. We show that variable-lengthrepresentation of the length f
arbitrary passage ranking improves effectiveness compared A variant form is the pivoted-cosine measure (Singhal et
with fixed-length arbitrary passage ranking, by 2 to 9%.al., 1996a; Singhal, Choi, Hindle, Lewis, & Pereira, 1998),
This improvement is at the expense of additional computawhich is designed to remedy the problems associated with
tion required to process a large number of passage length#je document length normalization compon@htin Equa
however, in other work we have developed efficient algo-tion 1; one shortcoming of the cosine measure is that it
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TABLE 1. Statistics for five text collections used in the experiments.

FR-12 FR-24 TREC-24 TREC-45 WSJ-12
Number of documents 45,820 75,490 524,929 556,077 173,252
Text size (Mb) 469 604 2,059 2,134 488
Dictionary entries 140,227 166,824 697,593 716,594 156,796
Longest document (Kb) 2,577 6,245 6,245 6,245 133
Median doc length (Kb) 3.4 5.8 2.5 25 1.8
Average doc length (Kb) 10.5 8.2 4.0 3.9 3.0
Short queries (avg) 34 3.2 3.2 25 33
Long queries (avg) 39.3 27.5 30.4 26.2 44.1

favors short documents over long. With this measure, theéopicsthat describe the information need at different levels.
similarity between documerd and queryqg can be com- Each topic consists of three fields: “title,” “description,” and
puted as: “narrative.” In our experiments, we use two types of que-
ries: shortandlong. The short queries include words from
_ Wq* Wy, title fields, and the long queries are the full topics. For the
sim(g, d) = > (V\/d) (2)  Internet most queries are short, typically around four words
€9/ \d or less (Lu & Keefer, 1994). Longer queries are used by
) ) experienced users to describe information needs in greater
whereq is a query,d is a document, detail. The intention of using both types of queries is to
demonstrate the different characteristics of ranking when
_ N+1 used with short and long queries.
Wae = 1+ 10G(1 + 10Ge(fqy) - Ioge< f, ) We use five test collections. The first two text collec-
tions, FR-12 and FR-24, correspond to an environment of
Wge = 1+ 10ge(1 + loge(fqy), long documents, with a large variance in the document
length. These collections are the Federal Register data from
disks 1 & 2 anddisks 2 & 4, respectively. For such text
collections, with a large spectrum of document lengths,
whole-document ranking is expected to perform poorly. The
next two collections, TREC-24 and TREC-45, are more
heterogeneous. They are the full contents of TREC disks 2
4 and dislks 4 & 5, respectively. The last text collection,
SJ-12, is of similar magnitude to the first two collections

len
Wy = (1 — slope + slope avr—d.

The valued,., is a document length in raw bytes and
avr_d,., is the average document length in the collection.
Slope changes the cosine normalization factor; the value
0.2is used throughout this ar_t|cle (Singhal, 1997; _Slnghal_ ®hut contains substantially shorter documents; it is the Wall
al., 1998). The overall effec_t is to skew the normalization iNgreet Journal data from disk? & 4. Details of these
favor of long documents, with the degree of skew Contm"edcollections are shown in Table 1.
by slope.

The pivoted-cosine measure has consistently been shown
to be superior at the Text REtrieval Conference (TREC)gatrieval Effectiveness
(Vorhees & Harman, 1997, 1998). A probabilistic approach
that is of similar effectiveness is the Okapi measure devel- A common benchmark used to measure retrieval effec-
oped by the City University group (Robertson & Walker, tiveness isprecision and recall (Salton, 1989). Typical
1994; Robertson, Walker, & Beaulieu, 1998; Walker, Rob-standard recall levels, referred to as 11-point levels, are O,
ertson, Boughanem, Jones, & Sparck-Jones, 1997). HowtO, . .., 90, andl00%. Results can be summarised as a
ever, all our experiments are in the vector-space model. Isingle value, the average precision across the 11-point recall
experiments with these measures, we have found that thevels. In this article, we use the average 11-point precision,
difference between them is statistically insignificant. and precision at 5, 10, 20, 30, and 200 document cutoffs, to
compare retrieval systems.

Measuring differences in precision and recall between
retrieval systems is only indicative of the relative perfor-

Test collections are used to evaluate and compare diffemance. It is also necessary to establish whether the differ-
ent retrieval systems (Salton & McGill, 1983). We use theence is statistically significant. Per-query recall-precision
large test collections built as part of the TREC initiative figures can be used in conjunction with statistical signifi-
(Harman, 1995). TREC includes heterogeneous data, anthnce tests to establish the likelihood that a difference is
the lengths of documents vary from tens of bytes to a fewsignificant. We use a nonparametric test, t&lcoxon
megabytes. In TREC, queries are represented in the form afigned rank testwhich has been shown by Zobel (1998)

Test Data
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(and others) to be suitable for this task. In our comparisondgction that are most similar to the query. Then either the
a 95% level of confidence is used to find whether the resultsocuments containing the highest ranked passages are re-
are statistically significant. turned to the user, or the passages are returned together with
context information such as the titles of the documents and
information about the location of the passages within the
documents’ structures.

Documents can be accessed by using their content for Passage retrieval has several potential advantages in con-
matching and retrieval. Entire documents are treated inddrast to whole document retrieval. First, because passages
pendently, each represented by the terms selected durirage relatively short, they embody locality: if the query terms
automatic indexing. Queries are matched against the docwccur together in the passage they must be fairly close to
ment representation. However, this approach has disadvaeach other. Second, passages are more convenient to the
tages. For example, when a long document is retrieved, it isser than long documents. In some instances, such as col-
difficult to present it to the user, and it may not be desirabldections of transcripts, there may be no clear separation of
to retrieve a document that is long and not entirely relevantthe text into discrete parts and, therefore, the concept of
Ideally, users should be guided to the relevant section of thdocument does not apply. As another example, in a database
document. of the full text of books, it is not clear whether a book or a

Another problem is that a long, relevant document maychapter would be considered as a document. Third, when
be lowly ranked, for several reasons. First, in contrast tgpassages are used as a mechanism for document retrieval,
concise documents such as abstracts—in which most wordbhey can avoid the difficulties of document length normal-
are specific terms that accurately describe the main topicgation; for passages of equal length the problems of nor-
and discriminate well between relevant and irrelevant docmalization are not significant. Finally, it can be argued that
uments (Salton & McGill, 1983)—a long document may a document that has a short passage containing of a high
consist of many thousands of words. density of words that match a query is more likely to be

Second, most text database systems treat documents i@devant than a document with no such passage, even if the
bags of words, ignoring relative word positions in docu-latter contains a reasonable number of matching words
ments. This has an implication for document ranking. Foracross its length and has higher overall similarity.
example, consider a query “space travel.” Documents that Experimental evidence suggests that document ranking
discuss “seating space” and “international travel” could bebased on passages may be more effective than ranking of
retrieved but are not relevant. entire documents. Hearst and Plaunt (1993) showed that

Third, many widely used similarity measures have beerextracting the best passages from a document and adding
shown to favour short documents (Singhal et al., 1996a)scores for several passages produces better ranking than that
However, long documents that have only a small relevanbased on whole-document scores. Callan (1994) showed
fragment have less chance of being highly ranked thamhat ordering documents based on the score of the best
shorter documents containing a similar text fragment, alpassage may be up to 20% more effective than a standard
though Singhal et al. (1996a) showed that, in the TREGdocument ranking. Salton et al. (1993) used passages to
data, long documents have a higher probability of beindilter out documents with low passage scores, showing that,
relevant than do short documents. Analysis of text databasésy restricting the retrieval to those documents that have high
has shown that similarity functions can be adjusted to helglocument and high passage similarity, retrieval improved
remedy the problems of document length differences (Sinby up to 22.5% compared with standard ranking.
ghal et al., 1996b; Walker et al., 1997). Representing a document by a single passage is not the

Another solution that deals with document length nor-only option. A longer document with several highly signif-
malization is to summarize and then use the summaries fdcant passages would be disadvantaged because only a sin-
ranking. In automatic text summarization, or abstractinggle passage is used to represent it. An extension to single
the key text components are extracted to represent eagilassage ranking is to consider several passages for each
document (Brandow, Mitze, & Rau, 1995; Paice & Jones,document and use them to represent the document. Hearst
1993; Salton et al. 1997). However, ranking with text sum-and Plaunt (1993) used the sum of several passages to relate
marization may not identify a document in which only a the similarity of documents to queries, which was more
fragment is relevant, and the text used for measuring simieffective than single passage ranking. Clarke, Cormack, and
larity may have been scattered through the original docuBurkowski (1995) developed shortest substring segments
ment. approach using Boolean queries to match document seg-
ments. Only those segments that satisfy the Boolean expres-
sion are considered. Individual segments are ranked by the
inverse of the absolute length and documents are ranked by

An alternative approach to matching whole documents ighe sum of the scores of nonoverlapped segments matched
to consider each document as a set of passagpssfage in the document. Yet another approach is to combine pas-
is any sequence of text from a document. Query evaluatiosage similarities with document similarities (Buckley, Sal-
proceeds by identifying the passages in the document coton, Allan, & Singhal, 1994; Callan, 1994; Wilkinson,

Passages in Information Retrieval

Passages
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1994). For example, Callan (1994) combined two raw sim-discourse passages impractical, as can be the case when a
ilarities: an entire document and a best passage (a windowjlocument is the output of a speech recognition system
Buckley et al. (1994) used a slightly more complex function(Ponte & Croft, 1997). Another problem with discourse
to combine best passage score with document score. passages is that their length can vary, from very long to very
Passage retrieval also has other applications. Cormack short. In addition, long passages are likely to include more
al. (1997, 1998) used short document segments, around 2Ban one topic; retrieving long passages contradicts one of
words in length, as passages. Retrieved passages were uslkd main aims of passage retrieval.
to assess documents as being either relevant or nonrelevant.
The samples of documents judged were as accurate as the
official judgments (Voorhees & Harman, 1998; Walker et Semantic passages
al., 1997), strongly suggesting that short passages can be An alternative approach is to segment documents into
used to indicate relevance. Hearst (1994) and Plaunt’s Texsemantiqpassages, corresponding to the topical structure of
Tiling algorithm (1993) partitions full-length documents documents (Beeferman et al., 1997; Hearst, 1994; Ponte &
into multiparagraph units to approximate a document’s sub€roft, 1997; Reynar, 1994; Richmond et al., 1997; Salton et
topic structure. Such an approach is particularly useful wheml., 1996, 1997). The principal idea is to partition documents
document structure is absent or does not reflect the texhto segments, each corresponding to a topic or to a sub-
content. Passages can also be used in relevance feedbdokic. It is, therefore, attractive to develop algorithms that
and automatic query expansion. The effectiveness of autalerive segments based on topic or semantic properties.
matic query expansion is degraded when long documentSeveral such algorithms have been developed. Reynar
are used (Allan, 1995); instead, only the part of the docu{1994) proposed an algorithm that locates semantic bound-
ment that is most similar to the query should be used folaries based on detection of repetition of lexical items such
feedback. Allan (1995) and Xu and Croft (1996) showedas words or phrases. Beeferman et al. (1997) used short- and
that using passages instead of full-text documents in autdeng-term statistical models that keep track of word occur-
matic query expansion can improve the retrieval effectiverence patterns, near and far from the current position in text,
ness of queries, and passages have also been used in otteetocate topic changes, and also used lexical hints such as
work with relevance feedback (Cormack et al., 1997; Papkaentence and paragraph boundaries. Yaari (1997) applied a
& Allan, 1997). hierarchical agglomerative clustering algorithm to partition
Many types of passages have been successfully used foll-text documents, which is similar to a technique used by
retrieve documents. These types can be classified as eithBlaarek and Wecker (1994). The algorithm incrementally
discourse, semantic, and windows (Callan, 1994). In previjoins adjacent paragraphs on the basis of their similarity.
ous research, experimental results demonstrating the effeGalton et al. (1996, 1997) derived text segments that helped
tiveness of passage retrieval have been obtained in divers@th summarizing documents by computing similarities be-
test environments. However, there has been no comprehetween text paragraphs. Ponte and Croft (1997) developed an
sive study that compares a large number of types of pasalgorithm that segments texts into short topics, assumed to
sages, and the results reported in the literature are ndte about three sentences long.
directly comparable because different test collections were An algorithm that is well-suited to passage retrieval from
used. One of our objectives was to study existing passadarge collections such as the TREC data is that of Hearst
types in a uniform test environment. (1994), known as TextTiling, which partitions full-text doc-
uments into coherent multiparagraph units. This scheme
creates a subtopic structure for a document using multi-
Discourse passages paragraph segmentation. Single-paragraph passages are
Documents usually have structural or logical divisionsavoided because topics can be discussed in consecutive
such as sentences, paragraphs, and sections, marked upperagraphs. The algorithm relies on word frequencies to
standards such as XML. The discourse (or logical) comporecognise topic shifts. Richmond et al. [28] extended the
nents of documents can be regarded as passages (CalldmxtTile algorithm by introducing a new measure of word
1994; Hearst & Plaunt, 1994; Lalmas & Ruthven, 1997;significance, which uses the relative occurrence of words in
Salton et al., 1993; Wilkinson, 1994). This definition of documents to compute the scores between adjacent blocks.
passage is intuitive, because sentences should conveyExperimental results suggest that the extended algorithm is
single idea; paragraphs should be about one topic; anslightly more reliable than the original TextTile algorithm.
sections should be about one issue. In this article, Hearst's algorithm is used to determine
A problem with discourse passages is that they require aemantic passages. The first step of the algorithm is to
high degree of consistency between authors. Callan (1994pkenise the input by recognizing words, removing words
observed that the structure of a document might be unrewith low content, and creating token-sequences, which are
lated to its content, because documents can be structured monoverlapped sequences of words. Token-sequences are
a particular way simply for presentation. Also, even thoughused in place of sentences. Token-sequences are too short to
most documents are supplied with their structure, manuabe reliably compared with each other. Instead, blocks are
processing is required for those without it, thus makingcreated fromk consecutive token-sequences. The blocks
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highly overlap with each other. The similarities betweendocuments. The similarity of the best passage from each
adjacent blocks are computed to form a gap score betweaipcument was used to represent the score of the document,
adjacent blocks. Adjacent gap scores are used to derivend documents were ranked according to their similarity
locations at which topic shifts are most probable. Each topiscores. However, document retrieval based on single pas-
shift determines the end of a semantic passage. Each sgages might not be the best technique for evaluating pas-
mantic passage is referred to asile. sages. Other techniques, such as using several passages per
Regardless of the segmentation technique, an advantagecument or combining the best passage score with the
of semantic passages is that they can be applied even whedecument score, could also be used (Callan, 1995; Clarke et
the logical structure of documents is not explicit. This canal., 1995; Hearst & Plaunt, 1993). However, these tech-
be useful when, for example, documents have been createtiques introduce additional variables, such as how many
using OCR or speech recognition technology. Discoveringpassages to use per document or how to combine them. We
semantic passages is computationally expensive, but thiselieve that document retrieval based on a single best pas-
cost is only incurred once. However, the accuracy of segsage is a sound evaluation metric for discriminating be-
mentation compared with human segmentation is not yetween different passage types because it reduces the number
perfect (Hearst, 1994; Richmond et al., 1997). of parameters involved. Another way of evaluating passage
retrieval would be to retrieve each passage and manually
assess the relevance of the passage, instead of the whole
document, but pragmatically this is difficult. In all the
Structural properties of documents are not always exexperiments below, documents are retrieved using either
plicit, retrieval requirements vary depending on the usemwhole-document ranking or passage ranking.
need, and semantic segmentation can be inaccurate. An Inthe experiments, at least one passage type is used from
alternative to discourse and semantic passages is to brealkch of the three categories discussed above. Discourse
documents into passages of fixed length, often referred to gsassages used in these experiments meagraphsand
nonoverlapped windows. If paragraph boundaries ar&ectionsreferred to asaracrAPHS and sections They di-
known, they can be considered, but if they are not availablerectly correspond to paragraphs and sections as marked
then passages can simply be defined as sequences of wordgplicitly in documents or determined from common con-
The passage should be in a fixed range of sizes based aentions, such as blank lines between paragraphs. We con-
number of words, not too long or too short. Callan (1994)sider sentences too short for estimating the relevance of
used a word-based approach, by defining a passage, ord@cuments. Evaluation of semantic passages is based on the
window, as a fixed-length sequence of words. Zobel et alTextTile algorithm (Hearst & Plaunt, 1993), which was
(1995) and Callan (1994) considered paragraphs instead oked as a baseline approach in other topic segmentation
words as the basic unit, and used heuristics to bound thealgorithms. These passages are referred touas. The
lengths. For instance, short paragraphs are merged witkource code for the TextTile algorithm was made available
subsequent paragraphs, and paragraphs longer than someHearst:
minimum length are kept intact. Zobel et al. (1995) referred There are two types of window-based passages: those
to such passages amges,because they approximate a that do not consider logical structure of documents (Callan,
physical page of text. Each page is around 2 kilobytes1994), referred to asinbows, and those that restrict win-
Stanfill and Waltz (1992) define a passage as a block of 3dows to minimum length based on some limited document
words, and segment documents into sequential blocks. Comtructure such as paragraph boundaries (Zobel et al., 1995),
secutive blocks can be joined into a larger text segment, tpeferred to asaces Past results, including our own exper-
address the problems of retrieving blocks of texts that aréments, showed that an effective length fanbows is any
too short. size between 150 and 350 words (Callan, 1994; Kazkiel &
The main advantage of window-based passages is th&obel, 1997), hence the use wibows-150 andwinbows-
they are easy to construct, irrespective of the text. Howeve350. Documents are partitioned into nonoverlapped win-
there are disadvantages. If window-based passages are bws, with the firstvinoows-150 starting at the first word of
trieved and presented to the user, they are likely to be document, the secondnbows-150 starting at the 151st
confusing unless additional information is presented, deword of a document and so on. In contrastepows, PAGES
scribing the context from which the passage has been seonsiders paragraph information and bounds them by a
lected; and window-based passages are static, because, omg@imum length (Zobel et al., 1995). Merging short con-
they are defined, they are also indexed. However, Callagecutive paragraphs avoids having paragraphs that are one
(1994) and Kaszkiel and Zobel (1997) suggested a morer two sentences long. Experiments on the TREC data
dynamic definition of windows, discussed later. (Zobel et al., 1995) showed thaces of about 2,000
characters (or bytes) are best.

Window-Based Passages

Experimental Results

We experimentally evaluated some of the passage types :1he TextTile implementation can be downloaded from: http://elib.
given above, according to their ability to identify relevant cs.berkeley.edu/src/texttiles.
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TABLE 2. *“Cosine” experiments with the FR-12 collection, 26 queries selected from 51-100.

Precision aiN documents

5 10 20 30 200 AvgP %A
Short queries
Document 0.0857 0.0857 0.0667 0.0603 0.0267 0.1283 0.0
PARAGRAPHS 0.1333 0.1143 0.0881 0.0762 0.0310 0.2327 +81.4
SECTIONS 0.1238 0.0762 0.0500 0.0508 0.0229 0.1245 -3.0
TILES 0.1238 0.1238 0.1048 0.0968 0.0367 0.1985 +54.7
PAGES 0.1810 0.1429 0.1143 0.0905 0.0355 0.2250 +75.4

WINDOWS-150 0.1524 0.1333 0.1095 0.0952 0.0383 0.2580 +101.1
WINDOWS-350 0.1714 0.1476 0.1214 0.1063 0.0383 0.2701 +110.5

Long queries

Document 0.2286 0.2238 0.1762 0.1508 0.0712 0.2928 0.0
PARAGRAPHS 0.2857 0.2190 0.1905 0.1683 0.0645 0.2790 -—-4.7
SECTIONS 0.1238 0.1286 0.1310 0.1095 0.0452 0.0948 —-67.6
TILES 0.2667 0.2286 0.1952 0.1714 0.0674 0.2358 —19.5
PAGES 0.2857 0.2524 0.2119 0.1810 0.0681 0.3143 +7.3

WINDOWS-150 0.2857 0.2381 0.1952 0.1714 0.0679 0.3127 +6.8
WINDOWS-350 0.2952 0.2571 0.2214 0.1841 0.0705 0.3245 +10.8

All of these passage types are defined at indexing timesion at low document cutoffs than do whole documents, so
are indexed as independent units, and are nonoverlappeihat on average a user sees more relevant documents in the
with no text shared between any of the passages. All table®p ranks.
that report experimental results include average precision On collections such as FR-12, where documents are of
values for five document cutoffs: 5, 10, 20, 30, and 200. Inmixed lengths (from 93 bytes to 2.5 Mb), document ranking
addition, the overall effectiveness is summarized as amsing the cosine measure is expected to perform poorly
average precision, AvgP. The differences between systemgcallan, 1994). To improve retrieval effectiveness, pivoting
%A, are based on the average precision. can be used (Singhal et al., 1996a) (see Equation 2). We

repeated the same set of experiments using the pivoted
_ cosine measure, except fennoows, whose lengths are
FR-12 collection

The first _ tis with the Federal Reqister d more or less equal. Table 3 shows these results. The im-
tef s ?j)'(plf”Ten dISZWIf th ?I'RECe:jat elg:;:_\s’ irz O_If:#' rovements in the average precision are shown with respect
MENIS Trom dISks ~ and < of e ata (FR-12). 0 whole-document ranking using the pivoted-cosine mea-
query set consisted of 26 topics from 251-300 that have at
. . o sure.
least one relevant document in FR-12. It is on this kind of . .
. . . The results of whole-document ranking are mixed. For
collection that passage retrieval should yield the greatest : . . :
) . . short queries, the pivoted-cosine measure improves over the
improvements compared with whole-document retrieval.” . on i .
With the cosine measure shown to be biased towards shofe> o me'asuiﬁ by.61tA)d|n average premsu;n. HO(;NZVtehr’ for
documents, passage ranking should diminish the problerjr?.ng ?uef:cles,. c plvobe ;Lc7cz;|ne measu(;e _er?rahe e re-
because passage lengths are less diverse than documdifva! e ecn_veness_ y o compare with the cosine
lengths measure. This implies that the cosine measure produces
Using a single passage to retrieve documents can pRetter retrieval results than pivoted-cosine measure when
much superior to using whole-document ranking with thedueries are long and document lengths vary. The long
cosine measure. as shown in Tablav&oows demonstrate  Versions of the 21 queries in this test collection average 39
the largest improvements, probably because their lengtWOrds each, however, and such detailed and narrative de-
range is not as skewed as thatrekacrapHs secTions or  SCTiptions of information needs may not be common in
TILES. ParacraPHs do not perform well because many of Practice. _ _ _
them are very short. The results for long queries are differ- Using the pivoted-cosine measure to rank predefined
ent. When the query describes the information need in ®assages S}JCh FHRAGRAPHS SECTIONS TILES, OF PAGES
narrative manner, the mismatch in the length between docshows consistent improvements over ranking based on the
ument and a query is not as significant. As the query getgosine measure. The largest improvements aresorons
longer, short passages, such as some of the semantic where the average precision is doubled, an increase that is
discourse passages, do not capture enough information tnsurprising because the lengths sctions are highly
differentiate well between relevant and nonrelevant docuvariable. For other predefined passages the improvements
ments. However, using window-based passages, some imafe still substantial, averaging 20% per passage type. The
provements occur. Most passage types have higher prediesults for passage-based ranking with variable lengths sup-
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TABLE 3. “Pivoted-cosine” experiments with the FR-12 collection, 26 queries selected from
51-100.

Precision aiN documents

5 10 20 30 200 AvgP %A
Short queries
Document 0.1619 0.1429 0.1024 0.0937 0.0329 0.2075 0.0
PARAGRAPHS 0.1524 0.1333 0.1095 0.1079 0.0405 0.3001 +44.6
SECTIONS 0.1524 0.1333 0.1024 0.0873 0.0340 0.2638 +27.1
TILES 0.1714 0.1238 0.1119 0.1000 0.0381 0.2502 +20.6
PAGES 0.2095 0.1667 0.1238 0.1079 0.0400 0.3067 +47.8

WINDOWS-150 0.1524 0.1333 0.1095 0.0952 0.0383 0.2580 +24.3
WINDOWS-350 0.1714 0.1476 0.1214 0.1063 0.0383 0.2701 +30.2

Long queries

Document 0.1810 0.1571 0.1357 0.1365 0.0533 0.2417 0.0
PARAGRAPHS 0.3048 0.2571 0.2143 0.1905 0.0700 0.3616 +49.6
SECTIONS 0.2667 0.2286 0.1857 0.1571 0.0631 0.2010 —16.8
TILES 0.3238 0.2571 0.2143 0.1810 0.0681 0.2674 +10.6
PAGES 0.3143 0.2524 0.2071 0.1841 0.0731 0.3502 +44.9

WINDOWS-150 0.2857 0.2381 0.1952 0.1714 0.0679 0.3127 +29.4
WINDOWS-350 0.2952 0.2571 0.2214 0.1841 0.0705 0.3245 +34.2

port similar results found when this measure was used foment characteristics to FR-12. The documents of the Federal
document ranking (Singhal et al., 1996a). Register from disk 2 and 4 (FR-24) are used together with
The improvement of predefined passage ranking oveP6 topics from 251-300 (those topics that have at least one
whole-document ranking with the pivoted-cosine measure iselevant document in FR-24). The pivoted-cosine measure
not as significant as for the cosine measure. For shomppears to be superior to the cosine measure, and so, from
queries, an average and consistent improvement of ovehis point on, only pivoted cosine is used for whole-docu-
20% is achieved with passage ranking over document ranknent ranking, and for passage ranking where passage
ing, compared with over 50% improvements in experimentdengths vary. Full results are omitted; summary results are
with the cosine measure (see Table 2). The difference beshown later in this section in Table 7. In the FR-24 collec-
tween passage and whole-document ranking diminishes dumn with long queries, however, every passage type other

to the better term weighting scheme and length normalizathan sectionsoutperformed whole-document ranking.
tion.

In this experiment, documents are retrieved according to .
entire document content or just the best passage. For col-FREC-24 collection
lections such as FR-12, where documents can be long, The results achieved using document retrieval based on
passage retrieval is more appropriate than document rd@ssages with the FR-12 and FR-24 collections are encour-
trieval. For documents that were retrieved by documenfding. However, for large text collections with documents
ranking (cosine or pivoted-cosine measure), lengths in th€f more uniform size than those in either FR collection,
top 30 have typically varied from 1.4 Kb to 0.6 Mb. Aver- Wholg—document ranking based on the plvoted—_cosme mea-
age length for the cosine measure was 22 Kb and for th&ure is expected.to perform reasonably WQII (Singhal et al.,
pivoted-cosine measure was 74 Kb. These documents af962). We applied the same set of experiments to a larger
approximately 10 pages of text. Thus, it is undesirable td€Xt collection with more uniform document lengths. Two
return entire documents to the user. When documents afgll disks of TREC data were selected (TREC-24), the test
retrieved using the single best passage method, the doc@ata used for the TREC 5 conference (Voorhees & Harman,
ment length increases to an average of 140 Kb, with thd997). The query set contained 50 topics, numbered from
longest being 1.3 Mb. 251 to 300. The pivoted-cosine measure was used for

Based on the results in Table 2 and 3, documents rankefhole-document,parAGRAPHS PAGES and TiLes ranking.
using any type of passage results in more effective retrievap/Ncows were ranked with the cosine measure without
than when whole-documents are ranked using the pivotedength normalization. The experimental results for the
cosine measure. TREC-24 collection are summarized later in this section.

FR-24 collection TREC-45 collection

In this experiment the aim was to validate the results The next series of the experiments is designed to confirm
achieved on the FR-12 collection, by changing the set othe results achieved on the previous test collections. The test
documents and the query set, yet preserving similar docudata was that used for the TREC 6 conference (Voorhees &
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TABLE 4. “Pivoted-cosine” experiments with the TREC-45 collection, queries 301-350.

Precision aiN documents

5 10 20 30 200 AvgP YA
Short queries
Document 0.4160 0.3520 0.3180 0.2740 0.1184 0.1909 0.0
PARAGRAPHS 0.3920 0.3320 0.2780 0.2413 0.1050 0.1699-11.0
TILES 0.3960 0.3460 0.2960 0.2560 0.1116 0.1840 —3.6
PAGES 0.4320 0.3520 0.3070 0.2647 0.1159 0.1910 +0.1

WINDOWS-150 0.3320 0.3040 0.2510 0.2293 0.0950 0.1577-17.4
WINDOWS-350 0.3760 0.3400 0.2850 0.2473 0.1020 0.1719-10.0

Long queries

Document 0.5160 0.4240 0.3310 0.2880 0.1234 0.2037 0.0
PARAGRAPHS 0.5000 0.4020 0.3320 0.2840 0.1290 0.2113 +3.7
TILES 0.5040 0.4200 0.3360 0.2953 0.1286 0.2100 +3.1
PAGES 0.4920 0.4320 0.3320 0.2960 0.1324 0.2182 +7.1

WINDOWS-150 0.4240 0.3560 0.3020 0.2673 0.1129 0.1809-11.2
WINDOWS-350 0.4280 0.3740 0.3190 0.2800 0.1220 0.1859 —8.7

Harman, 1997). Documents from disks 4 and 5 were usethe Wall Street Journal from disks 1 and 2 (WSJ-12), where
(TREC-45). The query set consisted of 50 topics, numberedimost all documents are shorter than 10 Kb. The query set
from 301 to 350. As for the previous collections, the piv-is topics 51 to 100. The number of relevant documents per
oted-cosine measure was used for whole-documeery-  query is larger than for the FR-12 collection. Also, because
GRAPHS TILES, andpracesranking.winoows were ranked with  almost all documents are short, the average length of rele-
the cosine measure, and no length normalization employedant documents is much shorter than those in either the
Experimental results are shown in Table 4. They show thati-R-12 or FR-24 collection.
for short queries, whole-document ranking is consistently The results, summarized later, demonstrate that in this
better than the passage retrieval techniques, as was alsase the benefit of passages in document retrieval is limited.
observed for the TREC-24 collection. Only retrieval basedin three cases out of 10, document retrieval based on pas-
on paces achieves a level of effectiveness equivalent tosages degrades the effectivenessipows-150 andwin-
whole-document ranking. pows-350 for short queries, andLes for long queries. In

For long queries, ranking based esracrAPHsANdTILES  Other cases, document ordering based on passages is at least
is marginally better than that based on document rankingas effective as whole-document ranking. For long queries,
However, the best results are achievedrlges where the  there is no benefit in using these kinds of passages.
average precision is improved by 7.1%. Alsageshas the
highest precision at the 10, 30, and 200 document cutoffssignificance and Analysis
do(;](%r?éarftsgggitrj]ze.s a consistent improvement over WhOIG-_ These results demon_strate that, in terms of typical effec-

For a text collection such as TREC-24 or TREC-45,t'VeneSS’ document retrieval based_on passages is up to 50%
passages are not as attractive as for the FR-12 and FR-{ftter than yvhole-docur_nent ranking. In mforngtlo_n re-
collections; document retrieval based on whole-documen rieval experln_we_nts,_an |mpr9vement of over 10/9 n _the
ranking using the pivoted-cosine measure is almost as e erage precision 1S somehme_s regarde_d as significant
fective as document retrieval based on passages. The avéKreen, 199.2)' we eyaluated this interpretation of the results
age length of relevant documents in the FR collections, 143"”_? tgle \éVIk;]OXOI’] Elgned rank test.f . h
Kb, is 10 times greater than average document length in thg ad c k's OWS;E € pe(;cberlttag?ho quErlles_(;/v ere pa;ssa?f-
collection overall. In the TREC-24 collection, where docu- . ased ranking periormed better than whole-cocument ramn
ment lengths are more uniform and most are short, th ng. Independent of the passage type used and the query
average length of a relevant document in the TREC-2 ength, passage-based ranking is better than whole-docu-
collection, 16 Kb, is only three times longer than the aver-ment ranking for the F_R-12 (_:ollectlon. However,_comparmg
age document length. As a consequence, the majority ?assage-based ranking with document ranking for the

n

relevant documents are retrieved with whole-docume R-12 collection, the only statistically S|gn|f|cant results are
ranking. or pacesandwinoows-150 (for short queries) and feara-

GraPHs and paces (for long queries). By considering the
average precision improvements in Table 3 (for FR-12
WSJ-12 collection collection), we see that having a large improvement in the
We used another text collection to test passage ranking iaverage precision, such as feracrarHs(44.6%), does not
a collection of uniform document lengths. This collection is necessarily mean that the results are significantly better.
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TABLE 5. Comparison of average precision of passage-based versugxpected to have only minimal impact on retrieval effec-
whole-document ranking. tiveness. However, this is not the case. For short queries,
passages generally improve the retrieval effectiveness over
whole-document ranking, except fevinoows-150. Also,

PARA SEC TILE PAGE  win150  wiN-350

Short queries PAGES prove to be significantly better than whole-document
FR-12 48/33 43/43 48/43 52/33  52/33 52/19 ranking, even though the improvement in the average pre-
FR-24 42/42 - 31/a 3554 38/46  35/50 35/46  cision is just 5.9%. For long queries, passage-based retrieval
TREC-24  30/66 — 6/92 44/52  32/62 36/58 did not sianificantly i hole-d C ranki
TREG-45  14/82 —  28/70 3858  36/62 38/60 id not significantly improve on whole-document ranking.
WSJ-12 58/42 —  50/50 58/40  34/64 58/42 In summary, the Wilcoxon tests on text collections such

Long queries as FR, where there is a smaller number of queries, show that
FR-12 67/24 57/38 71124 76/14  62/29 71/24 a large average increase in precision does not necessarily
FR-24 35/54  58/38 46/50 38/54  58/38 50/42 imply significant improvements. For other collections, such
TREC-24  32/64 —  52/44 54/42  46/50 52/44 TREC-24 and TREC-45. where th )
TREC-45 60/40 —  64/34 7820  44/56 sos0 &S 4 an -49, Where [here are more queries,

WSJ-12 52/48 — 38/62 66/34  48/52 54/46 the Wilcoxon test is more consistent. Similar results were
observed for precision at 20 documents retrieved; passages
Each entry has two numbebs.andY (that is,X/Y). X is the percentage  \yere usually helpful, sometimes significantly, but, other

of queries where the given passage-based ranking technique is better tkl‘ﬂan withPAGES were significantly worse for WSJ-12.

whole-document rankingy is the percentage of queries where the given E . h . f . h
passage-based ranking technique is worse than whole-document ranking. xamining the percentage ratios of queries where pas-

The numbers in bold represent the significant results using the Wilcoxor@ges are superior to whole-document ranking, we observe
test with a 95% confidence level. that paces showed consistent improvements over whole-
document ranking. However, on three occasi®GRAPHS
For the FR-24 test collection, which also consists ofslightly outperformedaces while TiLEs, secTions andwin-
many long documents, the Wilcoxon test does not reveabows were close topaces but did not show significant
any significant differences between whole-document rankimprovements. To quantify this comparison, we present
ing and passage ranking. As Table 5 shows, for most pasnother table, which uses thecestechnique as a baseline.
sage types, the retrieval effectiveness for the majority ofComparisons are summarized in Table 6. An interpretation
queries is degraded by passage ranking. It is surprising thadf this table is as follows: the baseline ercesbased
for long queries, the average precision improved by up taanking is better if the percentage on the left is higher than
44%, and yet there is no significant difference betweeron the right. This, in turn, means that, on average, most
passage and document ranking. To add to this contradictiomueries with the baseline approach result in more relevant
for PARAGRAPHS TILES, andpPaces Where the average preci- documents in the top 20 documents. If the figure on the left
sion improved by 26, 25, and 36%, respectively, overis much lower than the one on the right, then the baseline
whole-document ranking, the majority of the queries areapproach is worse than the given passage-based ranking.
less effective! With this definition in mind, the general observation from
For the TREC-24 collection, the improvements in theTable 6 is thatraces are consistently better thawnra-
average precision for passage-based ranking over whole-
document ranking are mild. For short queries, using the
Wilcoxon test,TiLes andraraGRAPHsare significantly worse TABLE 6. Comparison of precision at 20 documentspefes versus
than whole-document ranking. For other passages, mo§ther passages.
queries are less effective but no significant difference is

. . PARA SEC TILE wiIN-150 WIN-350
detected. For long queries, document retrieval based on
TILES, PAGES OF winpows Shows consistent improvements Short queries
over document ranking. FR-12 24/5 29/5 29/10 19/14 19/10
The short queries for the TREC-45 collection show that FR-24 1212 1912 19/15 412 8/19
whole-document ranking is significantly better than pas- ~oc< 2 28124 - 22128 16/26
_ 9 1S sig y PaS" tRecas  3ss — 2818 42/20 2830
sage-based ranking techniques other thases and win- WSJI-12 34/30 _ 30/32  48/16 28/30
pows-350. A surprising result is that retrieval basedraas  Long queries
is only 3.7% worse than whole-document ranking, and yet FR-12 19/19  43/14  24/24 33/19 24129
the difference between the systems is significant. Similar FR-24 12/8 4215  42/8 19/15 19/12
significance results were reported by Zobel (1998), where TREC-24 40114 - 34122 40/22 42/18
9 P y  WNET® roecas 2826 — 2020 44/38 38/38
thousands of systems are compared using average precisionysj.12 32/26 _ 28/26 38/38 28/40

and the Wilcoxon test. For long queriesyces and PARA-
GrAPHs show significant improvement over document rank-  Eachentry has two numbeds andY (that is,X/Y). X is the percentage

ing, despite onIy a small increase in the average precisioﬂf qugnes whe_repAGEg order documents better than the given passage-
ordering techniqueY is the percentage of queries whereces order
(see Table 4).

documents worse than the given passage-ordering technique. The numbers
For WSJ-12, because most of the documents are short- hold represent the significant results using the Wilcoxon test with 95%

only a few exceed 4 Kb—a segmentation technique isonfidence level.
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TABLE 7. Comparison of whole-document ranking with best passage ranking method.

Precision aiN documents

5 10 20 30 200 AvgP %A

Short queries
FR-12

Document 0.1619 0.1429 0.1024 0.0937 0.0329  0.2075 0.0

PAGES 0.2095 0.1667 0.1238 0.1079 0.0400 0.3067 +47.8
FR-24

Document 0.1615 0.1000 0.0750 0.0538 0.0148 0.1225 0.0

PARAGRAPHS 0.1692 0.1192 0.0788 0.0628 0.0173 0.1434 +17.1
TREC-24

Document 0.3120 0.2840 0.2300 0.2060 0.0963 0.1348 0.0

PAGES 0.2920 0.2640 0.2130 0.1907 0.0916  0.1389 +3.0
TREC-45

Document 0.4160 0.3520 0.3180 0.2740 0.1184  0.1909 0.0

PAGES 0.4320 0.3520 0.3070 0.2647 0.1159 0.1910 +0.1
WSJ-12

Document 0.4160 0.4140 0.3700 0.3507 0.1963 0.2313 0.0

PAGES 0.4440 0.4120 0.3720 0.3493 0.2066  0.2450 +5.9
Long queries
FR-12

Document 0.1810 0.1571 0.1357 0.1365 0.0533  0.2417 0.0

PARAGRAPHS 0.3048 0.2571 0.2143 0.1905 0.0700 0.3616 +49.6
FR-24

Document 0.1923 0.1385 0.1115 0.0923 0.0237  0.1543 0.0

WINDOWS-150 0.2231 0.1923 0.1404 0.1141 0.0283 0.2220 +43.9
TREC-24

Document 0.4400 0.3860 0.3270 0.2847 0.1195 0.11883 0.0

PAGES 0.4240 0.4000 0.3310 0.2760 0.1247 0.1958 +4.0
TREC-45

Document 0.5160 0.4240 0.3310 0.2880 0.1234  0.2037 0.0

PAGES 0.4920 0.4320 0.3320 0.2960 0.1324 0.2182 +7.1
WSJ-12

Document 0.6320 0.5560 0.5030 0.4647 0.2607  0.3230 0.0

WINDOWS-150 0.6200 0.5760 0.5030 0.4620 0.2567 0.3283 +1.6

GRAPHS SECTIONS andTiLes. The best case for other passagesPassage-based ranking avoids this problem by estimating
is when they are even witthges However, despite the fact the document’s relevance using only a single fragment.
that there are queries when document retrieval based on An indirect result of our experiments is confirmation that
passages succeeds, an improper segmentation that does pioted document length normalization (Singhal et al.,
reflect the query can be detrimental. 19964, 1998) is a successful innovation. For collections of
The experimental results from this section are sumdtext of varying length—in particular whole documents, sec-
marised in Table 7 where, for each of the 10 test environtions, or paragraphs—it gave a marked improvement in
ments, whole-document ranking is compared withltest  effectiveness.
passage-based ranking. Two points should be made. First,
the most consistent method based on passagesis Out
of 10 tests,paces performed best six times. For each of
these, it was better than whole-document ranking, averaging Passages of the types discussed in the previous section
an improvement of over 10% per test case. In other testsyere defined before or during indexing, which has several
PARAGRAPHsWaS slightly superior to other passages, and inconsequences. First, documents are partitioned into pas-
one casevinbows-150 was best. sages without consideration of individual queries. Second,
The second point is that, even thouggkeEs is the best  when discourse passages such as paragraphs are used, long
performing passage-based method, there is room for furthesections may be split into passages that are individually less
improvement. For example, even though it works well withinformative, which is undesirable if the entire section is
short queries, the results for long queries are mixed. Weelevant to a given query. Splitting a relevant passage into
conclude that this is due to poor segmentation of longparts is referred to ablurring (Stanfill & Waltz, 1992).
documents. Case analysis of individual queries (KaszkielThird, the definition of a passage is subjective, and depends
2000) revealed that a long relevant document can be greatlyn document structure. For instance, assuming that dis-
penalised if only a short fragment is relevant to the querycourse passages are used in a collection of journal articles,

Arbitrary Passages
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TABLE 8. Improvements in retrieval effectiveness of any single predefined passage type compared
with whole-document ranking (Predefined), and improvements in retrieval effectiveness of the best
predefined passage type selected for each query compared with whole-document ranking (BestOfAll).

Collection
FR-12 FR-24 TREC-24 TREC-45 WSJ-12

Short queries

Predefined PAGES PARAGRAPHS PAGES PAGES PAGES

%A +47.8 +17.1 +3.0 +0.1 +5.9

BestOfAll (%A) +49.3 +30.1 +10.3 +6.7 +14.1
Long queries

Predefined PARAGRAPHS wINDOWS150 PAGES PAGES wINDOWS150

%A +49.6 +43.9 +4.0 +7.1 +1.6

BestOfAll (%A) +64.3 +71.5 +19.8 +17.8 +13.8

The improvements (%) are for average precision (AvgP). The pivoted-cosine measure was used
in all cases.

in some cases users might want to retrieve sections and, ohefines the first sliding window in each document as starting
others, paragraphs. at the first occurrence of a query term. Subsequent windows
The effectiveness of previous passage types varied, artthlf-overlap preceding ones. Sliding window and fixed-
did not identify a clear winner. Also, it is not clear whether length arbitrary passages are similar, but there is a distinc-
the limit of passage retrieval was reached. To explore théive difference: the number of possible passages in a docu-
improvement that is potentially available, we determinedment using sliding windows depends on passage length—
the best possible retrieval result available using the passadke longer the sliding window, the smaller the number of
types tested. The effectiveness associated with the bepassages. In contrast, fixed-length arbitrary passages can
passage type for each query was selected, then these “besgdart at any word in the document.
were averaged over the query set. The percentage improve- Clarke et al. (1995) introduced a language that supports
ment of the “best” result of predefined passage types comBoolean queries for any tesiegmenin a collection, con-
pared with whole-document ranking is shown in Table 8.sidered as the shortest unit of text that satisfies a Boolean
The results show that (not surprisingly) higher effectivenesgjuery. This approach is not unlike using fixed-length pas-
is available if, post hoc, the best passage type is selected feages, but is differentiated by the Boolean-based approach,
each query. The improvements in average precision fowhich considers the importance of neither term nor docu-
short queries is not as significant as for long queries. Howment statistics. A similar approach by Hawking and Thistle-
ever, for collections of uniform length such as TREC-24,waite (1995) uses proximity of query terms to rank docu-
TREC-45, and WSJ-12, even though passage ranking is notents. A strength of both approaches is their applicability to
expected to affect retrieval significantly, consistent im-distributed text collections, as both are independent of
provements in effectiveness demonstrate that passage rglobal statistics.
trieval can be valuable if the right passage types are se- Melluci (1998) uses a probabilistic approach to extract
lected. passages. Bayesian statistics determine the degree to which
query terms are concentrated more in relevant documents
than irrelevant ones. The probabilistic approach requires
enough information for the weight of terms to be estimated
To explore whether better passage selection is possiblegliably, which in turn, leads to problems for passages,
we propose an alternative to the passage types discussedtincause generally passages are short and there is little
the previous section. We define arbitrary passages any  consistency in the different term distributions. As a solution
sequence of words of any length starting at any word in théo this problem, Melluci uses a Bayesian framework to
document. The locations and dimensions of passages aestimate the weights of terms in passages. These weights are
delayed until the query is evaluated, so that the similarity ofcalculated using the prior and current concentrations of
the highest-ranked sequence of words, from anywhere in theerms in text. This approach has a more theoretical frame-
document, defines the passage to be retrieved; or, in the cag@rk than fixed-length arbitrary passages, but incorporates
of document retrieval, determines the document’s similarimany variables and is computationally expensive (Melucci,
ity. Two subclasses are defined, fixed-length passage&998).
where the length of the passage is set before query evalua- Instead of defining passages, Mittendorf and “sbha
tion, and variable-length passages, where passages can bgb994) use inferred passage boundaries, by employing a
any length. hidden Markov model to determine passages appropriate to
The definition of fixed-length arbitrary passages is sim-each query. This approach is analogous to TextTiling
ilar to the sliding window used by Callan (1994), who (1993), but passage boundaries are determined at query time

Fixed-Length Arbitrary Passages
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instead of indexing time. This approach necessitates prararacrAPHS and TiLes. For each passage length, a single
cessing of the full text to evaluate a query, but does dempassage is used to estimate the document’s similarity to a
onstrate the ability of passage ranking to improve effective-query. Whole-document ranking is calculated with the piv-
ness. oted-cosine measure. To compare document retrieval based
Fixed-length arbitrary passages do have one seriousn fixed-length passages with predefined passage types,
drawback: naively implemented, the cost of ranking pas+esults for the best predefined passage type for each collec-
sages is high. The number of candidates for passages intmn and query set are shown in each table. The results for
collection is much larger than the number for documents opredefined passages are calculated using the pivoted-cosine
predefined passages, and so ranking is more expensive, angkasure.
impractical. However, our separate exploration of the issue
of efficient passage ranking shows that it is practical on FR-12 collection

desktop machine (Kaszkiel et al., 1999). With conventional . . ) :
. ) . The retrieval effectiveness for fixed-length arbitrary pas-
ranking algorithms, passage ranking can be extremel

costly; it is not feasible, for example, to use the strategy O¥ages, whole-document ranking, and the best predefined

allocating an accumulator to each unit to be ranked. Wé)ass”age type, is shown in Ta_ble 9. The column r_"_a”‘ed as
%A” represents the change in the average precision from

found that the COS_tS of passage ranlgng_can_be greatl%e baseline run, which is whole-document ranking using
reduced by employing strategies to rapidly identify a smallthe pivoted-cosine measure

number of passages for which it is worthwhile computing a For short queries, fixed-length arbitrary passages are

similarity; the_se are the passages containing the rgrest QUeDY.siar than whole-document ranking by up to 40%. How-
terms. By using efficient document-ordered merging of in-

. ever, fixed-length arbitrary passages are not as effective as

verted lists for rare terms to choose passages, then usi ; A
- o . . e best predefined passage type, in this eases For long
efficient term-ordered list intersections to complete the sim- . o .
ueries, similar trends are observed. The consistent effec-

ilarity computation, passages can be ranked in only a smaﬁ . . :
. . . . Iveness for different passage lengths is quite remarkable.
multiple of the time required for document ranking.

For both query sets, any passage length in the range of
50-450 words outperforms whole-document ranking. Both
Experiments with Fixed-Length Arbitrary Passages methods—races and fixed-length passages—are far supe-
In this section, we present results of experiments usin jior to whole-document ranking.
, ) P P : g Comparing the FR-12 and FR-24 collections, the effec-
fixed-length arbitrary passages for document ranking. Tq. , : .
. . iveness of predefined passage types varied, depending on
make the comparison between different passage lengths ;
. : L query types and test collections. In one casgswas best,
practicable, we used the following heuristics. We chose a ) .
.and in anotheraracrAaPHs Was best. Consistent improve-

set of fixed passage lengths from 50 to 600 words Inrpents over whole-document ranking were achieved using

increments of 50, that is, 12 different lengths. Passages A ed-lenath arbitrary passaqes. Irrespective of the quer
600 words seemed a reasonable maximum as this figure g yp ges. P query

well exceeds the median document length for the TRE eéngth, the worst case was when document retrieval using

data, while passages of less than 50 words are not likely t |>_<ed-length passages was (_)nly as good as do_cument re-
: . - rieval using the best predefined passage technique. How-
capture the information need. To limit the costs of query

i S . ver, for most fixed-length passages, the retrieval was better
evaluation and to simplify implementation, passages start atehan that achieved byaces

25-word intervals, which was earlier shown by us (Kaszkiel
& Zobel, 1997) to be as effective as passages that start at
every word in a document. Some less effective passagéREC-45 collection
lengths are omitted from the tables in this section. The results achieved by fixed-length arbitrary passage
Experimental results have shown that the pivoted-cosineanking on the FR-12 collection is promising. However, for
measure is superior when ranking units that vary in lengthlarge text collections with documents of more uniform
but with predefined passages suchwagbows, the cosine length than those in the FR collections, whole-document
measure is as effective as the pivoted-cosine measure. Asranking with the pivoted-cosine measure is expected to
consequence, we used the cosine measure to compute tperform reasonably well (Kasziel & Zobel, 1997; Singhal et
similarities of fixed-length passages. The individual com-al., 1996a), thus reducing the benefits of passage retrieval.
ponents of the inverse document frequerfcyandN, were Results for the TREC-45 collection are summarised in
computed as if the database is a collection of documentslable 10. There is a marked improvement when using
These variables could reflect the number of passages in tHixed-length arbitrary passages to rank documents, espe-
collection and the number of passages in which wordgially for long queries. Compared with the best predefined
occur. However, how to compufeandN to reflect fixed- passage, in this caseces there is an improvement up to
length arbitrary passages instead of documents is not clea4.2% using short queries and up to 14.1% using long que-
Our experiments investigate the effectiveness of rankingies. The results with short queries show the same trends as
fixed-length arbitrary passages compared with whole-docuthose observed with the FR-24 and TREC-24 results, where
ments and predefined passage types suelhas winpows, document ranking based on fixed-length passages is more
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TABLE 9. FR-12 collection: document retrieval using fixed-length arbitrary passages.

Precision alN documents

5 10 20 30 200 AvgP %A
Short queries
Document 0.1619 0.1429 0.1024 0.0937 0.0329 0.2075 0.0
PAGES 0.2095 0.1667 0.1238 0.1079 0.0400 0.3067 +47.8
Fixed-length arbitrary passages
50 words 0.2000 0.1333 0.1095 0.1032 0.0395 0.2155 +3.9
100 words 0.1810 0.1476 0.1190 0.1143 0.0402 0.2793+34.6
150 words 0.1905 0.1476 0.1262 0.1159 0.0414 0.2762+33.1
200 words 0.1714 0.1571 0.1310 0.1159 0.0419 0.2741-32.4
250 words 0.1714 0.1429 0.1357 0.1190 0.0438 0.2808+35.3
300 words 0.1905 0.1524 0.1286 0.1159 0.0431 0.2813+35.6
350 words 0.1905 0.1476 0.1238 0.1111 0.0445 0.2912+40.3
400 words 0.1905 0.1524 0.1262 0.1127 0.0438 0.28135.8
450 words 0.1810 0.1476 0.1214 0.1127 0.0440 0.2523+21.6
Long queries
Document 0.1810 0.1571 0.1357 0.1365 0.0533 0.2417 0.0
PARAGRAPHS 0.3048 0.2571 0.2143 0.1905 0.0700 0.3616 +49.6
Fixed-length arbitrary passages
50 words 0.3048 0.2476 0.1976 0.1603 0.0731 0.2815+16.5
100 words 0.3143 0.2429 0.2048 0.1778 0.0726 0.3343+38.3
150 words 0.3048 0.2476 0.2071 0.1810 0.0736 0.3540+46.5
200 words 0.3238 0.2762 0.2190 0.1889 0.0750 0.3252+34.5
250 words 0.3238 0.2667 0.2190 0.1905 0.0752 0.3298+36.5
300 words 0.3048 0.2762 0.2167 0.1968 0.0748 0.325734.8
350 words 0.3238 0.2667 0.2143 0.1937 0.0736 0.3449+42.7
400 words 0.2952 0.2667 0.2119 0.1873 0.0724 0.3405+40.9
450 words 0.3143 0.2524 0.2167 0.1905 0.0731 0.3449+42.7

effective than either whole-document ranking or most pretype waspacesfor short queries andinoows-150 for long
defined passage types. However, fixed-length passages ajeeries. The best predefined passage type for the short query
14.1% better tharraces and 22.2% better than whole- set,paces showed most significant improvement compared
document ranking. Even though fixed-length passages amith whole-document ranking, a 5.9% increase in average
more robust than whole-document ranking, the improveprecision. For long queries, the difference between whole-
ments for the TREC collections are not as large as for thelocument ranking and predefined passage-based ranking
FR collections. was mild. However, use of fixed-length arbitrary passages
Overall, with documents of uniform length, document yielded small further improvements in effectiveness; results
retrieval using whole-document ranking with pivoted-co- are not shown.
sine measure is almost as effective as with fixed-length
arbitrary passage ranking. However, consistent improve-
ments, sometimes small, are achieved with fixed-lengtisignificance and Analysis
arbitrary passages. The experiments using fixed-length pas-
sage ranking confirm the hypothesis that ordering docu- The effectiveness of fixed-length arbitrary passages is
ments according to a single segment is at least as effectiveot particularly sensitive to passage length, for lengths close
as considering the entire document, and that documerio that achieving the best retrieval effectiveness. For exam-
retrieval using fixed-length passages improves consistentlgle, for TREC-45 with long queries, average precision re-
over that for predefined passage types. The retrieval effecsults (AvgP) for passage lengths of 50, 150, 200, and 250
tiveness is also consistent for different passage lengths. Thare quite similar to the results for the passage length of 100
shows the robustness of fixed-length passage ranking. words, which performs best on average.
This result is confirmed in other work. A study by Allan
(1995) showed that relevance feedback that uses passages
WSJ-12 collection instead of documents improves retrieval, with the best re-
In general, passages should not have an impact on thaults achieved with passages of 200—300 words. In the
effectiveness of document retrieval when most documentsontext of document retrieval, our results confirm this,
are short. The majority of documents in the WSJ-12 collecbecause the average best passage would be between 100 and
tion are shorter than 400 words. The best predefined passag®0 words, for short and long queries respectively. Papka
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TABLE 10. TREC-45 collection: document retrieval using fixed-length arbitrary passages.

Precision aiN documents

5 10 20 30 200 AvgP %A
Short queries
Document 0.4160 0.3520 0.3180 0.2740 0.1184 0.1909 0.0
PAGES 0.4320 0.3520 0.3070 0.2647 0.1159 0.1910 +0.1
Fixed-length arbitrary passages
50 words 0.3640 0.3000 0.2630 0.2320 0.1136 0.1835 —3.9

100 words 0.3800 0.3380 0.2850 0.2500 0.1149 0.1924 +0.8
150 words 0.3680 0.3420 0.2820 0.2467 0.1202 0.1939 +1.6
200 words 0.4000 0.3440 0.2880 0.2567 0.1232 0.1960 +2.7
250 words 0.4040 0.3540 0.2970 0.2573 0.1221 0.1966 +3.0
300 words 0.4040 0.3640 0.3020 0.2640 0.1221 0.1991 +4.3
350 words 0.4040 0.3480 0.3010 0.2660 0.1210 0.1958 +2.6
400 words 0.4120 0.3420 0.3040 0.2680 0.1205 0.1954 +2.4
450 words 0.3920 0.3460 0.3060 0.2667 0.1192 0.1966 +3.0

Long queries

Document 0.5160 0.4240 0.3310 0.2880 0.1234 0.2037 0.0

PAGES 0.4920 0.4320 0.3320 0.2960 0.1324 0.2182 +7.1
Fixed-length arbitrary passages

50 words 0.4720 0.3940 0.3270 0.2900 0.1313 0.2356 +15.7

100 words 0.5080 0.4180 0.3540 0.3120 0.1347 0.2489+22.2
150 words 0.4640 0.4060 0.3580 0.3107 0.1386 0.2366+16.2
200 words 0.4400 0.4100 0.3410 0.2973 0.1357 0.2270+11.4
250 words 0.4720 0.4120 0.3460 0.3033 0.1347 0.2265+11.2
300 words 0.4760 0.4080 0.3520 0.3033 0.1357 0.2255+10.7
350 words 0.4840 0.4180 0.3430 0.2993 0.1334 0.2182 +7.1
400 words 0.4640 0.4120 0.3350 0.2967 0.1300 0.2118 +4.0
450 words 0.4560 0.3980 0.3320 0.2853 0.1261 0.2057 +1.0

and Allan (1997) used windows of text, which can be For short queries, the distinction between fixed-length
considered as passages, for massive query expansion, arbitrary passages and other techniques is not clear. There is
automatic relevance feedback method that aims to add hum significant difference between document retrieval using
dreds of new words to the original query. Their experimen-fixed-length passages and whole documents for only two
tal results with a subset of the TREC data showed thatest collections, FR-12 and WSJ-12. In terms of the number
longer passages give the best effectiveness. This confirntd queries with different average precision, there is no
our results with short queries, where short passages provid#ifference between fixed-length passage ranking and pre-
too little context to make any judgments of documents ordefined passage ranking suchrases For long queries, the
other relevant terms. difference between document retrieval using fixed-length
Our results and the work reported by others lead us to the
following recommendations: for long queries, on average alr
least 10 words, best results are achieved with passages g
100 to 200 words; and for short queries, which are usually
no more than three words, best results are achieved with Short queries Long queries
passages of 250 to 350 words.

BLE 11. Comparison of retrieval effectiveness (AvgP) of fixed-length
itrary passages with whole-document ranking mawEs-based ranking.

Whether document retrieval based on fixed-length pas- Document PACES Document PACES
sages significantly improves over v_vhol_e-document rankinger-12 52/29 33/43 67/24 43/38
or predefined passage-based ranking is not clear. We comRr-24 42/42 46/31 65/31 65/27
pare document retrieval based on three ranking technique$REC-24 38/56 46/48 60/36 58/38
whole-document ranking, predefined passage ranking usin@z“fc'45 46/50 54/44 60/40 50/50

SJ-12 64/36 56/44 58/42 58/42

paces and fixed-length arbitrary passage ranking, with the
emphasis on the difference from fixed-length arbitrary pas-  gach entry has two numbepsandy (that is,X/Y). X is the percentage
sage ranking. Table 11 summarizes two distinct results. Thef queries where the given fixed-length passage ranking is better than
first result is the count of queries where there is a differencahole-document ranking aracesbased rankingY is the percentage of
between two retrieval techniques. This is expressed in termgyerles where t'he given fixed-length passage ranking |s. worse than whole-
f the proportion of queries that differ. The second result i ocument ranking opacesbased ranking. The numbers in bold represent
0 prop . q =T LT - S[he statistically significant results using the Wilcoxon test with a 95%
the test for the statistical significance; significant differencegonfidence level. Recommended passage lengths are used: 250 words for

are shown in bold. short queries and 150 words for long queries.
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passage ranking and the other two techniques is more digABLE 12. Improvements in retrieval effectiveness of any single fixed-
tinct. In all cases but one, the TREC-24 collection with length passage con_1pared with' whole-document rank_ing (Fixed), and im-
predefined passages, document retrieval based on fiXear_ovements in retrieval effectlveness_ of the best flxed-length passage
. . . Selected for each query compared with whole-document ranking (Best-
length passages produces more queries with higher averaggeq).
precision than whole-document ranking or predefined pas-=
sage ranking_ Collection
In summary, in the five test collections, retrieval based
on fixed-length arbitrary passages was found to be signifi-

cantly better than document ranking, for both short and longshort queries

FR-12 FR-24 TREC-24 TREC-45 WSJ-12

queries. However, comparing document retrieval based on Fixed (&) +40.3 +21.1  +24 +4.3 +7.0

fixed-length passages and predefined passage sesbezs BestFixed (°4) +529 +45.6  +16.0 +137 4171
L . _»A0Ng queries

nodsgggtéazgdﬁfﬁren_ces were found, except on the FR 24 Fixed (%) 1465 4502  +10.6 922 tE7

an -45 collections. BestFixed (%A) +65.9 +73.5 +198  +362  +17.3

. . . The improvements (%) are for average precision (AvgP).
Variable-Length Arbitrary Passage Retrieval P = gep (AvgF)

Our results show that, on average, document retrievalegions are identified and passages that contain them re-
using fixed-length passages is at least as effective as Wifieyed. In this approach, the length of the passages depends
predefined passages, which we have also reported elsewhejg 5 scoring function and the corresponding parameters are
(Kaszkiel & Zobel, 1997). The studies of retrieval results ,caq to identify text regions. The parameters used in the
for individual queries showed that no particular length wast nction need to be adjusted for different collections and

superior. That is, for queries of the same type, one passaggery sets. No consistent results for any functions were
length worked best for some queries but not for others. Areported (de Kretser & Moffat, 1999).

solution to the limitations of fixed-length arbitrary passages |, fixed-length passage retrieval we calculate the simi-
is to select a passage length most likely to suit the queNarity of each passage independent of its length. Thus,
The best passage length can also depend on the documeqig.;ments are ranked according to the best passage from
ranked. For example, given a query, we could find two longgach document. However, for variable-length passage rank-
documents, where in one the start of document or thg,, gocuments are represented by passages of different
abstract is relevant, and in the other a 400-word section 'ﬁangths, so there are two related problems: first, how to
relevant. Adjusting the passage length to the type of teXjscriminate between passages of different length in the
should result in improved retrieval. same document; second, how to discriminate between pas-
Therefore, a more flexible approach would be to extract,ges of different lengths drawn from different documents.
passages of different lengths, and select the best one 10|, {he apsence of length normalisation in the similarity
represent each document. We refer to this approach ggeasyre, the longest passage for each document determines
variable-length arbitrary passageetrieval. A variable- o 2k of the document. This is undesirable because, as we
length passage is of any length that is determined by the begl,q for fixed-length passages, effectiveness degrades with
passage in a document, when the query is evaluated. OWhssages in excess of 450 words. To select a passage to
earlier preliminary studies were encouraging (Kaszkiel & gnresent a document, pivoted-cosine normalization can be

Zobel, 19_97)' o used, which is restated here for variable-length passages:
Assuming that for each query average precision is that of

the best fixed-length passage type, the retrieval effective-

ness is expected to be higher than that for the best result W, = (1 — slopg + slope -
with all predefined passage types (see Table 8). The im-

provements in average precision when the best passage . ) .
length is chosen for each query is shown in Table 12. Thé(vhereslopels set to 0.2.(wh|ch was shown.to be effe_ctlve
improvements are consistently higher than those for the bed? the context of predefined passage ranking [16)), is
predefined passages, in particular for short queries. ThedB€ length of fragmenp in bytes, andA ., is the average

results indicate that further improvements are possible ifen9th of all fragments in the collection. This formula has
passage length is varied. been shown to be effective for predefined passage types and

Variable-length arbitrary passage ranking is similar tominimizes the fragility of ranking fragments of varying

locality based retrieval, as proposed by de Kretser andEnath. The overall similarity of passageto a queryq is:

Moffat (1999), where document boundaries are ignored and )

text is treated as a continuous sequence of words. The sim(d, p)

similarity scores for passages are according to how many W,

query term occurrences appear near to each other. Shape,

height, and spread of a function is used to calculate thé&ormally, this is not applicable to variable-length passage
contribution of query terms to text regions. High-scoringranking because it requires averages over all passage
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lengths in the collection, which is not meaningful in the TABLE 13. Retrieval results for variable-length arbitrary passages.
context of variable-length passages. Singhal et al. (1996a)
have argued that this length formulation is reasonably ro-
bust if A\, is set to an overall average, which in this case 5 10 20 30 200 AvgP %A

is the average passage length used (about 300 words). This

approach is referred to d&ariable. The similarity score for Egoitzq%fies

a documentd to a queryq 1s based_ on the best-scoring Document 0.1619 0.1429 0.1024 0.0937 0.0329 0.2075 0.0
passage among 12 different lengths in the range of 50 t0 600\, 41iap1e 01905 0.1619 01286 0.1175 0.0424 0.296@2.6
words: FR-24

Document 0.1615 0.1000 0.0750 0.0538 0.0148 0.1225 0.0
Variable ~ 0.1769 0.1269 0.0904 0.0679 0.0163 0.15426.4

Precision alN documents

sim(q, d) TREC-24
sim(g, d, pso) sim(q, d, P10 sim(q, d, Psoo) Document 0.3120 0.2840 0.2300 0.2060 0.0963 0.1348 0.0
><( W W C W ) Variable ~ 0.3040 0.2820 0.2280 0.1920 0.0942 0.14447.1
p,50 p,100 p,600 TREC-45
Document 0.4160 0.3520 0.3180 0.2740 0.1184 0.1909 0.0
where simq, d, plen) is the similari’[yof passageof Iength Variable 0.4080 0.3440 0.3020 0.2673 0.1224 0.20265.8

lenin document to queryq, based on the cosine measure. WSJ-12

. . . o Document 0.4160 0.4140 0.3700 0.3507 0.1963 0.2313 0.0
The value opr,,en is the pivoted-cosine normalisation Variable  0.4200 0.4000 03730 03527 02143 0.25389.5

component for passageof lengthlen. Long queries
FR-12
_ _ _ _ Document 0.1810 0.1571 0.1357 0.1365 0.0533 0.2417 0.0
Experiments with Variable-Length Arbitrary Passages Variable  0.3143 0.2524 0.2238 0.1810 0.0745 0.36149.4

In these experiments, we restricted the passage lengths 'fgoigumem 01923 0.1385 01115 0.0923 00237 01543 0.0
the set 50, 100, 150. ., 600words, which were used for  variable  0.1846 0.1808 0.1462 0.1192 0.0306 0.23230.6
experiments with fixed-length passages. For evaluation tOREC-24
be consistent with previous experiments, only a single pas- Pocument 0.4400 0.3860 0.3270 0.2847 0.11950.1883 0.0
sage of any length is used as document evidence. TRV;gibsle 0.4520 0.3920 0.3120 0.2747 0.1269 0.21841.7

Table 13 shows results for theariable strategy for  pociment 05160 0.4240 0.3310 0.2880 0.1234 0.2037 0.0
variable-length passage ranking. The change in averagevariable  0.4800 0.4400 0.3600 0.3240 0.1440 0.25726.4
precision, or %4, is measured against the baseline result ofwsJ-12
whole-document ranking using the pivoted-cosine measure. Document  0.6320 0.5560 0.5030 0.4647 0.2607 0.3230 0.0
For theVariable approach, we determined (experimentally Variable ~ 0.6320 0.5540 0.5220 0.4873 0.2806 0.35%10.7
on one test collection) that the best document ranking is The improvements in average precisionpare over whole-document
achieved when\ ., is set to around the best fixed-length ranking with pivoted-cosine measure.
passage for a particular type of queries. For long queries,
best results are achieved wityy,, set to 100 words and, for
short queries, set to 300 words. All possible passage lengths larger than for short queries, ranging from 10.7 to 50.6%.
between 50 and 600 words are used. A range of slopes w&imilarly, the difference in precision at document 5 and 10
experimented with; the most consistent was 0.2 for whole<cutoffs is higher with variable-length passages than with
document and predefined passage ranking. T$lopeis set  either whole-document or fixed-length passage ranking.
to 0.2.

For short queries, the#ariable strategy achieves the best .. .. .

- . . . Significance and Analysis

average precision across the five collections. The improve-
ments over the baseline range from 5.8% for TREC-45 to The comparison of variable-length arbitrary passage

42.6% for FR-12. In addition, for collections with many ranking to whole-document ranking suggests that passages
long documents such as FR-12 and FR-24, the precision @re more effective at retrieving relevant documents. In this

the 5 and 10 document cutoffs is significantly higher thansection we compare variable-length passage ranking with

for whole-document ranking. For both evaluation measures,ecommended fixed-length arbitrary passage ranking. The
average precision and precision at low document cutoffstesults for both, fixed-length and variable-length passages,
the Variable approach is an improvement on the averageare shown in Table 14.

effectiveness of the recommended fixed-length passage. For short queries, variable-length passages consistently
Even selecting the best passage for each collection does niobprove retrieval compared with fixed-length passages.

perform as well asVariable. These results support the However, the gains are not significant; they range from 1.4

supposition that no single passage length suits the matchirtg 5.4% over that for the recommended passage length of
between queries and documents. 250 words. For long queries, the effectiveness of variable-

For long queries, we observe similar trends. The relativdength and fixed-length arbitrary passages on FR-12, FR-24,
improvement in average precision &for each collection and TREC-24 is comparable, but slightly in favor of vari-
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TABLE 14. Comparison of document retrieval with variable-length ar- to whole-document ranking improves effectiveness for most

bitrary passages and recommended fixed-length arbitrary passages. queries. Furthermore, for all collections except FR-24, the

improvement is statistically significant. This is in contrast to

fixed-length passage ranking (Table 11), where results on
5 10 20 30 200 AvgP oA only two collections were statistically significant.

_ Compared with the best predefined passage ranking, the
E;‘_’fzq“e”es effectiveness of variable-length arbitrary passage ranking is
250 words  0.1714 0.1429 01357 0.1190 0.0438 02808 o.oconsistently improved. For all collections, the majority of

Variable  0.1905 0.1619 0.1286 0.1175 0.0424 0.296G.4  queries are better with variable-length passages than with
FR-24 PAGEs In addition, 7 out of 10 results are significant in favor
250 words  0.1692 0.1269 0.0865 0.0679 00171 0.1527  0.04f yariable-length passages.

Variable  0.1769 0.1269 0.0904 0.0679 0.0163 0.1548.4 . . : .
TREC-24 Comparison of variable-length arbitrary passages with

250 words 0.3040 0.2800 0.2190 0.1933 0.0936 0.1380 o0.0the best predefined passage type shows that they consis-
Variable  0.3040 0.2820 0.2280 0.1920 0.0942 0.1444.6  tently perform better. However, one of the aims of variable-
TREC-45 length passages is to achieve effectiveness similar to that of
250 words  0.4040 0.3540 0.2970 0.2573 0.1221 0.1966 0.0 gystem that can select the best predefined passage type for

Variable ~ 0.4080 0.3440 0.3020 0.2673 0.1224 0.202Q.7 . . o
WSJ-12 each query. To investigate whether this is the case, we

250 words  0.4520 0.4040 0.3710 0.3460 0.2097 0.2470 0.0cOmpare variable-length passage-based ranking with a sys-
Variable ~ 0.4200 0.4000 0.3730 0.3527 0.2143 0.2532.5  tem that chooses the best predefined passage type for each
lﬁgngzqueries query. The comparison is shown in Table 16, which indi-
150 words 0.3048 0.2476 02071 0.1810 0.0736 03540 00C21eS that variable-length passage-based ranking does not
variable 03143 0.2524 02238 0.1810 00745 036ipo  achieve the same effectiveness as a system that can select
FR-24 the best predefined passage type for each query. For short
150 words  0.2000 0.1808 0.1327 0.1167 0.0294 0.2296  0.0queries most differences are significant, despite the fact that
Variable  0.1846 0.1808 0.1462 0.1192 0.0306 0.2323.2  the absolute difference in precision improvements over

TREC-24 S 0 .
150 words  0.4640 0.3860 03200 0.2753 0.1255 0.2082 00WhoIe document ranking is less than 7% for all collections

Variable  0.4520 0.3920 0.3120 0.2747 0.1269 0.2184.1  (compare Tables 8 and 13). For long queries, for the ma-

Precision aiN documents

TREC-45 jority of collections the differences are not statistically
150 words 0.4640 0.4060 0.3580 0.3107 0.1386 0.2366  0.0significant.
W\S’?r'lazb'e 0.4800 0.4400 0.3600 0.3240 0.1440 0.2578.8 We believe that further improvements for variable-length

150 words 05520 0.5380 0.4920 0.4693 0.2705 0.3409 0.0P@SSage-based ranking are possible if passage length nor-
Variable  0.6320 05540 0.5220 0.4873 0.2806 0.35FA.9 malization is refined to better discriminate between pas-
sages of varying length. We showed results for a system that
could select the best fixed-length passage for each query
BestFixed) in Table 12. For all test cases, that is, varying
able-length passages. However, for the TREC-45 andgjiection and varying query length, the BestFixed approach

WSJ-12 collections, the retrieval improvements for vari-is petter than a system that can select the best predefined
able-length passages are up to 8.8%. In conclusion, thﬁassage for each query (Table 8).

additional gains from using variable-length passages are not
as high as expected.

We use the Wilcoxon signed rank test with 95% confi- TABLE 15. Comparing the average precision (AvgP) of variable-length
dence level to discover any statistically significant differ- arpitrary passage ranking with whole-document ranking and document
ences in retrieval effectiveness. We compare document reetrieval based on predefined passagesgs
trieval using three techniques: variable-length passages with

Variable normalization, whole-document, amdces rank- Short queries Long queries
ing. ReS_U|t5 are ShOW_n in Table 15. o o Document PAGES Document PAGES
The improvement in average precision for individual

queries is not as evident for short queries as for long querie$R-12 57124 33/48 67/24 52129

The only significant difference is on the FR-12 and WSJ-12R-24 50/38 42/38 58/38 58/35

collections, where variable-length passages improve ovef.co 24 42/48 50746 62132 60736
' _ gth passages imp ®fReC45 48/50 54144 68/32 58/42

whole-document ranking aneaces ranking. This result \ygj.12 68/30 64/34 68/32 72/38

confirms the significance of improvements with fixed-length
passages shown in Table 11. For long queries, the evidence Each entry has two numbeb$ andY (that is,X/Y). X is the percentage
for significant improvements of variable-length arbitrary of queries where the variable-length passage ranking technique is better

d with whole-d t Ki d than whole-document ranking @&nces ranking. Y is the percentage of
passages compared with whole-document ranking an pr%ﬁeries where the variable-length passage ranking technique is worse than

defined passages is stronger. For all collections, documeRgfhole-document ranking acesranking. The numbers in bold represent
retrieval using variable-length passage ranking as opposetk significant results using the Wilcoxon test with a 95% confidence level.
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TABLE 16. Comparing the average precision (AvgP) of variable-lengthwords work best, while, for queries in excess of 10 words,
arbl_trary passage rank_lng (Pivoted approach) with retrieval based on s§he phest results are achieved with shorter passages of 100 to
lecting the best predefined passage type for each query. 200 words. For short queries, the likelihood of finding query
Query type terms is h_igher in long passages than in short passages. For
long queries, query terms are more likely to occur in close
Short Long proximity; therefore, it is more important to locate short text
segments that contain dense occurrences of query terms.

FR-12 24/52 24/48 X . . .
FR-24 31/58 31/62 Document retrieval using variable-length arbitrary pas-
TREC-24 36/60 38/58 sages provided small further improvements in retrieval ef-
TREC-45 34/62 48/52 fectiveness compared with fixed-length arbitrary passage
WSJ-12 40/56 42158 ranking. For long queries, the improvements were statisti-

cally significant for most collections, when compared with

Each entry has two numbexsandY (that is,X/Y). X is the percentage . . .
of queries where the variable-length passage ranking technique is bett_¥VhOIe'document ranklng amnehcesbased ranklng. This is

than for the highest possible retrieval with all predefined passage types. in contrast to fixed-length passage ranking where improve-
is the percentage of queries where the variable-length passage rankimments on only two collections were found to be significant.
technique is worse than forthe.highest possible retrie\(aly\{ith all predefine_(bur Objective in testing variable-length passages was to
passage types. The.numbers in bqld represent the significant results us'?ﬂ:hieve a similar level of effectiveness to that achieved by
the Wilcoxon test with a 95% confidence level. . . .

selecting the best predefined passage for each query. Vari-
able-length passages almost achieved this goal, but our
results also showed that significant further gains may be
possible.

Previous work has shown that document retrieval based The use of arbitrary passages in this article was limited to
on passage-based ranking is a promising approach. Hovenly one application: retrieving documents according to a
ever, there has been no direct comparison of the effect adingle best passage. Possible extensions include document
using different types of passages. We reviewed and evaluetrieval according to several highly ranked passages and
ated passages based on discourse propertieadraPHs — passage-based query refinement, also known as automatic
and secTiong, topical content fiLes), and nonoverlapping relevance feedback. Another application we are currently
windows (vinoows and paceg), all of which were the sub- exploring is to use arbitrary passage retrieval for question
jects of earlier research. We showed that these predefinethswering. The aim is to apply information retrieval tech-
passage types are generally more effective than whole dociques, possibly in combination with natural language pro-
uments at identifying relevant documents, in particular oncessing, to reduce the amount of text presented to users who
text collections of varying document lengths or with manyrequire answers to specific questions.
long relevant documents. The improvement obtained by Passages are an effective mechanism for information
passage ranking compared with whole-document rankingetrieval in environments in which other retrieval techniques
varied depending on the passage type, collection, and quenan be poor: databases of long documents, of heterogeneous
set, with the greatest improvements in average precision falocuments, and of data in which there are no predefined
passage ranking ranging from 20 to 50%. For text collecdivisions into documents. In even standard collections of
tions with uniform document lengths, the improvements didtext, passages have the potential to improve effectiveness,
not exceed 7%. and they help to locate relevant parts of documents. Their

Despite the general improvements in effectiveness ofnajor potential drawback is the cost of query evaluation, but
passage-based ranking, no single passage type showed sie have shown elsewhere that evaluation is feasible on a
perior retrieval effectiveness across five different text col-conventional machine (Kaszkiel, 2000; Kaszkiel et al.,
lections and two query sets. To extend our studies intd999). Passages are a method of choice for information
passages and their applications, we proposed arbitrary pasetrieval.
sages. Document retrieval with fixed-length arbitrary pas-
sages was shown to be more effective than with either
whole-document ranking or predefined passage-based rankcknowledgment
ing. Retrieval via fixed-length passages consistently per- . .
forms well across different collections and query sets. Per- This work was supported by the Australian Research
query analysis showed that fixed-length passage rankin§ouncil.
was significantly more effective than whole-document rank-
ing but, except in two cases, no significant differences were
found when compared with the best predefined passag&eferences

based ranking. Moreover, our experimental results showed _
Allan, J. (1995). Relevance feedback with too much data. In E.A. Fox, P.

t_hat there is no single p_assage Iength that gives best effeC'Ingwersen, & R. Fidel (Eds.), Proceedings of the 18th annual interna-
tiveness across the various collections and query sets; Wetional ACM-SIGIR conference on research and development in infor-

found that, for short queries, longer passages of 250 and 350mation retrieval, Seattle, WA, July (pp. 337-343).

Conclusions
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